Open Research Compiler (ORC): Proliferation of Technologies and Tools

Abstract:

Open Research Compiler (ORC) has been well adopted by the research community for compiler-related research since its inception in Jan 2002. Continuing the drive to outstanding performance and functionality, a new release, ORC 2.1, is planned in the summer of 2003, and the tutorial will provide an overview of the status and features in this release. Different from the past ORC tutorials, however, this tutorial will emphasize on a number of projects and tools proliferated from ORC. These tools and experiences contributed by different user groups can benefit the community by enabling exploration and quick prototyping of new technologies.

A set of alias and data dependence profiling tool allows ORC to overcome the traditional conservatism of static alias and data dependence analyses and to augment such analysis results with probabilistic measures. This technology has led to the development of innovative speculative analysis and optimization techniques. Pin, a tool for user-defined dynamic instrumentation, will also be available along with ORC. Similar to the functionality of ATOM, Pin, which is compiler independent, instruments an Itanium/Linux program while it is running. Pin provides an excellent mechanism to characterize program behaviors and to enable many post-link time optimizations.

Speculative Parallel Threading (SPT) is a compiler-driven approach to exploit speculative thread-level parallelism in single threaded applications. A compiler framework to automatically identify, create, and optimize speculative parallel threads has been built on ORC and much of the framework is applicable to various models of speculative parallel thread execution. Unified Parallel C (UPC) is an important extension to C for scientific computing. UPC has drawn increasing attention in the research community, and it has been implemented on ORC. The discussion on SPT and UPC will provide the insights on extending the compiler for various types of research projects.

Proposed outline of the tutorial:

I. Overview of ORC
   - Summary of key ORC features
The latest release: ORC 2.1
- Status
- Functionality
- Performance of ORC on Itanium and Itanium 2
- Upcoming new features
- Recent research activities on Open64/ORC

II. Enabling Tools
- Alias and data dependence profiling
  - Motivation
  - Approach
  - Application
  - Speculative analysis and optimizations
  - Experimental results
- PIN (tool for user-defined dynamic instrumentation of IPF/Linux programs)
  - Overview and the underlying mechanism
  - Instrumentation API
  - Applications
  - Demo

III. Proliferation of ORC
- Speculative Parallel Threading (SPT)
  - Execution models
  - Compiler framework for speculative thread parallelization
  - Experimental results
- Unified Parallel C (UPC): parallel extension to C for scientific computing
  - Language extensions
  - Overview: challenges of src to src translation and the system
  - Optimizations and preliminary results

Overview of ORC:
================
The objective of the Open Research Compiler (ORC) project is to provide a leading open source Itanium compiler infrastructure to the compiler and architecture research community. This common and open infrastructure would encourage and facilitate compiler and architecture research. The design of ORC stresses the following: compatibility to other open source tools, robustness of the entire infrastructure, flexibility and modularity for quick prototyping of novel ideas, and leading performance among the Itanium open source compilers. ORC is currently delivering superior performance comparable to the best performing production compilers on Itanium/Linux.

Three versions of ORC have been released to the open source community
ORC (http://ipf-orc.sourceforge.net/) since January, 2002. ORC inherits many state-of-the-art compilation and optimization technologies from the base of Open64 (Pro64) open source compiler. In addition, ORC has largely redesigned the code generation phase in the two aspects: new optimizations to better utilize the Itanium architectural features and new features to facilitate future research. The new Itanium optimizations include global instruction scheduler integrated with a finite-state-automaton-based resource management, control and data speculation with recovery code generation, if-conversation, and predicate analysis. The research-enabling features include region-based compilation, a rich set of profiling feedback and support, and parameterized machine descriptions.

The ORC project would like to invite researchers to explore all aspects of compiler and architecture research to base on ORC, e.g. performance-driven optimizations, thread-level parallelism, co-design of software and hardware features, power management, language-based security, co-design of static and dynamic compilation, optimizations for memory hierarchies, etc.
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